**Кластеризация с пустыми кластерами.**

1. **Аннотация**

Кластерный анализ данных применятся во многих прикладных задачах машинного обучения и анализа данных: медицине, социологии, экономике, кибербезопасности. Отсутствие наблюдений – не всегда отсутствие информации, поэтому предполагается, что наличие пустых кластеров может рассказать нам о наших данных, как и реальные наблюдения. Например, в задачах кредитного риска неправильное исходное определение кластера заёмщика может привести к ошибке оценки вероятности дефолта заёмщика. Некоторые прикладные исследователи предлагают использовать метку кластера как дополнительный признак в задаче регрессии (Kaggle.com [сайт], 2020), таким образом, ошибка в кластеризации может привести к смещению оценки регрессии.

Исследование пустых кластеров уже неявно рассматривалась в литературе, хотя и с определенными ограничениями. Цель работы состоит в том, чтобы начать с базового одномерного случая и предложить алгоритм, который выполняет одномерную кластеризацию для заданного числа кластеров и демонстрирует область из пустого кластера. Предложен алгоритм по определению потенциальных пустых кластеров и их размеров в зависимости от изначального разбиения выборки на количество кластеров. Реализован метод для заполнения этих пропусков и оценке смещения центроидов исходной кластеризации при учете пустого кластера.

1. **Степень научной разработанности темы, основные источники.**

В обзорной статье (Xu D., Tian Y. A., 2015) рассматривают актуальные SOTA подходы к кластерному анализу. Более классические алгоритмы рассматривают (Raschka, S. и Mirjalili, 2015) в 11 главе книги о машинном обучении. Пропуски в данных могут иметь разную природу и зачастую относятся к объясняющим переменным в задачах классификации или регрессии, при кластеризации же мы предполагаем, что мы не наблюдаем не только переменную, но целый кластер сущностей. Таким образом мы подразумеваем, что пропуск - не факт отсутствия кластера объектов как такового, а потенциально наличествующие объекты, отсутствующие в нашей выборке. Пустые кластеры можно объяснить по-разному, в зависимости от рассматриваемой задачи.

Зачастую, инициализация пустого кластера – это особенность реализации исходного алгоритма и этот случай рассматривается как недостаток метода, например, k-means, и такие случаи стараются минимизировать за счет модернизации классических алгоритмов. Данная ситуация может возникать, когда не соблюдены корректные начальные условия и оптимизатор находит локальный минимум, или же когда входные данные представлены бинарными или категориальными признаками (Raykov Y. P. и др., 2015). (Yadav A., Dhingra S., 2014, Pakhira M., 2009) предлагает модификацию алгоритма k-средних, который не инициализируют пустые кластера, путем добавления в расчёт положения центроидов gap-статистики или используя более современные оптимизаторы. (Hua C. и др., 2019) также предлагают альтернативу методу k-средних, генетический XK-Means, который также не инициализирует пустые кластеры. (Tavallali, P., Singhal, M., 2021) отмечают, что инициализация пустых кластеров обнаруживается в результате применения алгоритма случайного леса. Разработке инструмента визуализации точечных диаграмм рассеивания с выделением пустых кластеров посвящена статья (Giesen J. и др., 2015)

Для учета эффекта наличия пустых кластеров предлагается процедура внедрения (Audigier и др., 2021). Его идея состоит в том, чтобы сначала заполнить набор данных наблюдениями, соответствующими в противном случае неидентифицируемым кластерам. Недостаток подхода заключается в том, что он требует предварительного знания того, куда добавляются новые наблюдения. Проблеме пустых кластеров, также посвящены две статьи (Forina M. и др., 2003) в которых авторы предлагают статистический тест для оценки качества агломеративной кластеризации, а также предлагают индекс информативности «пустых пространств», учитывающий наибольшую дистанцию между кластерами. (McGee G. и др., 2020) исследуют долгосрочные эффекты на здоровье, в частности, на рождаемость детей, в результате внешних воздействий и отмечают, что, подходы с использованием оценочных уравнений обязательно исключают пустые кластеры и, следовательно, дают предвзятые оценки предельных эффектов.

1. **Методология научной работы**

Для проверки гипотезы о работоспособности алгоритма использовался тестовый набор данных из 30 наблюдений, заданный вручную, для явного выделение пропуска, или же, в нашей нотации, пустого кластера. Далее в этот набор был добавлен равномерно распределенный шум. Для последующей апробации использовался генератор данных *make\_blobs* библиотеки *sklearn*. Для удобства все сгенерированные данные были приведены к целочисленному типу. В одномерном варианте такие наборы данных можно интерпретировать как смеси нормальных распределений с заданной модой и стандартным отклонением. Так как наша задача предполагает вручную заданное число кластеров, то для поиска оптимального изначального разделения мы использовались следующие методы: Distortion Measure (Elbow-method), Silhouette Analysis, Calinski Harabasz, Gap-statistics.

В работе предлагается рассмотреть трехшаговую процедуру по инициализации и заполнению пустого кластера и оценки влияния его наличия. Предполагается, что те наблюдения, которые при новом разбиении на кластеры попали в отличный от первого кластер должны подлежать дополнительной проверке. Процедура состоит из следуюших этапов:

* на первом шаге предлагается оценить диапазон количества кластеров;
* на втором шаге, исходя для всего диапазона количества кластеров с предыдущего шага и их характеристик (минимальное, максимальное, среднее значение внутри кластера, количество наблюдений в кластере), оценивается размер пустого кластера и его характеристики – предполагаемый центорид, количество наблюдений и разброс значений. Генерируется набор данных с характеристиками пустого кластера;
* на третьем шаге проводится повторная инициализация кластеризации с добавлением «пустого» кластера в исходный массив и сравниваются результаты кластеризации с первым. Выделяются те наблюдения, чья метка кластера отличается от первой процедуры кластеризаци.

1. **Основные полученные результаты работы и новизна**

Реализован алгоритм выделения пустого кластера и его генерации исходя из предполагаемых характеристик. При варьировании размера пустого кластера при постоянных моде и стандартном отклонении отмечается, что если: его размер и ширина меньше среднего у исходных, то центроиды практически не смещаются относительно исходных, если равно или больше – то наоборот, наблюдается смещение центроидов и больше объектов получает новую метку. Таким образом алгоритм выделения и генерации пустого кластера должен быть параметрическим.

В дальнейшем исследовании предлагается:

* Добавлять пустые кластеры не только внутри существующего пространства, но и за границами исходного разделения;
* Разработать алгоритм для многомерной кластеризации с разными метриками расстояния между кластерами и их границами.
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