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ANNOTATION

The relevance of the chosen topic lies in the fact that in the modern world the role of using various methods is growing, with the help of which it is possible to analyze risks and make forecasts. The purpose of the work is to build an adequate model for assessing and predicting the volatility of the stock market using machine learning methods based on data from social networks.
The first mention of the practical possibility of using behavioral factors in research devoted to the analysis of investor sentiment is found in articles from the early 2000s. Various researchers, including [Daniel, Hirshleifer & Teoh, 2002] and [Tseng, 2006], have reported an increasing amount of empirical evidence showing that the stock market is driven by investor psychology.
The article [Audrino, Sigrist & Ballinari, 2020] uses a methodology to assess the impact of various news on the realized volatility of a number of US companies. The article [Ulyankin, 2020] analyzes the influence of media news sentiment on various macroeconomic indicators. The methodology for researching news sentiment proposed by [Audrino F., Sigrist F., Ballinari D., 2020] has been expanded with the addition of new, more modern methods of researching the sentiment of text (methods of the Random Forest, XGBoost, Light GBM).
The realized volatility of shares of a number of Russian companies that belong to different sectors of the economy is analyzed: from commodity companies - oil, gas (Lukoil, Rosneft, Gazprom, Novatek) to companies engaged in the service sector - the banking sector (Sberbank), IT (Yandex), telecommunications (MTS). As it turned out, different companies (with different focus) react differently to moods and / or news on social networks.
The study measured sentiment and attention signals associated with individual stocks and the stock market index, using text data from the social network Twitter; tested the hypothesis that companies in different sectors may react differently to news and comments on social networks. Investor attention and sentiment have a significant impact on realized volatility, as do comments on social media. For service companies, the impact of social media is more significant. When attention and mood factors are included in the economic model, the forecast quality of the model increases slightly. For Yandex, information about mood and attention in social networks has great explanatory power. And the factors of attention and mood improve the forecast quality on average for all methods by 7% relative to the economic model. Then there are Sberbank and MTS, for which, when choosing the optimal method, the sentiment model improves the forecast quality by 3% in comparison with the economic model. Companies related to oil and gas production react worst to social media factors, and even with the best method, they give an increase in forecast quality of 2% on average. The results of the study allow us to expand our understanding of the possibilities of machine learning for analyzing the influence of the sentiment of messages in social networks on some financial indicators.
Research methodology:
- collection of data on realized volatility, economic and financial indicators, as well as data from the social network Twitter;
- training of the ULMFiT classifier of the sentiment of the text on the automatically marked data;
- construction of five linear and non-linear models - linear regression, lasso regression, random forest, XGBoost model (gradient boosting) and LightGBM (extended gradient boosting);
- training on an in sample (training) sample by the above methods, three models:
• base model (included variables of realized volatility and its derivatives);
• economic model (economic and financial indicators are also included);
• mood model (attention variables are also included).
- forecasting the realized volatility for the day ahead on the out-of-sample (test) sample, analyzing the degree of influence of economic and financial variables, mood and attention variables.
The novelty of the research is as follows: 1) new models have been built, adapted for the Russian financial market; 2) applied new machine learning methods to predict stock volatility based on the sentiment analysis of text on social networks. The work also offered practical recommendations on the choice of the field of application of the models and the results obtained.
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